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Abstract—Detrimental online behavior such as harassment
and cyberbullying is becoming a serious, large-scale problem
damaging people’s lives. This phenomenon is creating a need for
automated, data-driven techniques for analyzing and detecting
such behaviors. We propose a machine learning method for
simultaneously inferring user roles in harassment-based bullying
and new vocabulary indicators of bullying. The learning algo-
rithm considers social structure and infers which users tend to
bully and which tend to be victimized. To address the elusive
nature of cyberbullying, the learning algorithm only requires
weak supervision. Experts provide a small seed vocabulary of
bullying indicators, and the algorithm uses a large, unlabeled
corpus of social media interactions to extract bullying roles of
users and additional vocabulary indicators of bullying. The model
estimates whether each social interaction is bullying based on who
participates and based on what language is used, and it tries to
maximize the agreement between these estimates, i.e., participant-
vocabulary consistency (PVC). We evaluate PVC on three social
media data sets, demonstrating quantitatively and qualitatively
its effectiveness in cyberbullying detection.

I. INTRODUCTION

A growing portion of human communication is occurring
over Internet services, and advances in mobile and networked
technology have amplified individuals’ abilities to connect and
stay connected to each other. Moreover, the digital nature of
these services enables them to measure and record unprece-
dented amounts of data about social interactions. Unfortunately,
the amplification of social connectivity also includes the am-
plification of negative aspects of society, leading to significant
phenomena such as online harassment, cyberbullying, hate
speech, and online trolling [1]-[6]]. StopBullying.gov defines
cyberbullying as “bullying that takes place using electronic
technology[, including] devices and equipment such as cell
phones, computers, and tablets as well as communication tools
including social media sites, text messages, chat, and websites.”
Three criteria define traditional bullying: (a) intent to cause
harm, (b) repetition of the behavior over time, and (c) an
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imbalance of power between the victim(s) and bully(ies) [7[]-
[9]. In seeking formal definitions for cyberbullying, the central
question has been whether the same criteria can be used [[10]-
[13]. Aggression and repetition are the two key elements of
bullying that translate to the online setting. However, power
imbalance is nontrivial to characterize online. In traditional
bullying, power imbalance is often straightforward, such as
a difference in physical strength. In online settings, various
forms of power, such as anonymity, the constant possibility
of threats, and the potential for a large audience, can create
power imbalances in cyberbullying [14]. These factors make
the design of automated cyberbullying detection a challenge
that can benefit from machine learning.

According to stopbullying.gov, there are various forms of
cyberbullying, including but not limited to harassment, rumor
spreading, and posting of embarrassing images. In this study,
we focus on harassment, in which harassers (bullies) send
toxic and harmful communications to victims. We present an
automated, data-driven method for identification of harassment.
Our approach uses machine learning with weak supervision,
significantly alleviating the need for human experts to perform
tedious data annotation.

Analysis of online harassment requires multifaceted under-
standing of language and social structures. The complexities
underlying these behaviors make automatic detection difficult
for static computational approaches. For example, keyword
searches or sentiment analyses are insufficient to identify
instances of harassment, as existing sentiment analysis tools
often use fixed keyword lists [[15]]. In contrast, fully supervised
machine learning enables models to be adaptive, but these
approaches require annotators to provide large amounts of
labeled examples, each of which requires consideration of
social context and changing language.

The algorithm we present here encodes such complexities
into an efficiently learnable model. This algorithm learns a
relational model by using the structure of the communication
network. The relational model is trained in a weakly supervised
manner, where human experts only need to provide high-fidelity
annotations in the form of key phrases that are highly indicative
of harassment. The algorithm then extrapolates from these
expert annotations—by searching for patterns of victimization
in an unlabeled social interaction network—to find other likely
key-phrase indicators and specific instances of bullying.


mailto:permissions@acm.org
http://dx.doi.org/10.1145/3110025.3110049

We refer to the proposed method as the participant-
vocabulary consistency (PVC) model. The algorithm seeks
a consistent parameter setting for all users and key phrases
in the data that characterizes the tendency of each user to
harass or to be harassed and the tendency of a key phrase to be
indicative of harassment. The learning algorithm optimizes the
parameters to minimize their disagreement with the training
data, which takes the form of a directed message network, with
each message acting as an edge decorated by its text content.
PVC thus fits the parameters to patterns of language use and
social interaction structure.

An alarming amount of harassment occurs in public-facing
social media, such as public comments on blogs and media-
sharing sites. We will use this type of data as a testbed for our
algorithms. According to a survey by ditchthelabel.org [|16],
the five sites with the highest concentration of cyberbullying
are Facebook, YouTube, Twitter, Ask.fm, and Instagram. We
evaluate participant-vocabulary consistency on social media
data from three of these sources. We use a human-curated
list of key phrases highly indicative of bullying as the weak
supervision, and we test how well participant-vocabulary
consistency identifies examples of bullying interactions and
new bullying indicators.

The main contributions of this paper are as follows: We
present the participant-vocabulary consistency model, a weakly
supervised approach for simultaneously learning the roles of
social media users in the harassment form of cyberbullying
and the tendency of language indicators to be used in such
cyberbullying. We demonstrate that PVC can discover examples
of apparent bullying as well as new bullying indicators, in part
because the learning process of PVC considers the structure
of the communication network. We evaluate PVC on a variety
of social media data sets with both quantitative and qualitative
analyses. This method is the first specialized algorithm for
cyberbullying detection that allows weak supervision and uses
social structure to simultaneously make dependent, collective
estimates of user roles in cyberbullying and new cyberbullying
language indicators.

II. BACKGROUND AND RELATED WORK

In this section, we briefly summarize the related work that
we build upon. The two main bodies of research that support
our contribution are (1) emerging research investigating online
harassment and cyberbullying, and (2) research developing
automated methods for vocabulary discovery.

A variety of methods have been proposed for cyberbullying
detection. These methods mostly approach the problem by
treating it as a classification task, where messages are inde-
pendently classified as bullying or not. Many of the research
contributions in this space involve the specialized design of
language features for supervised learning. Such feature design
is complementary to our approach and could be seamlessly
incorporated into our framework. Many contributions consider
specially designed features based on known topics used in
bullying [17]-[20]. Others use sentiment features [21]], features
learned by topic models [22], vulgar language expansion

using string similarity [23|], features based on association
rule techniques [24], and static, social structure features [25]].
Researchers have applied machine learning methods to better
understand social-psychological issues surrounding the idea of
bullying [26]. By extracting tweets containing the word “bully,”
they collect a data set of people talking about their experiences
with bullying. They also investigate different forms of bullying
and why people post about bullying. Additionally, some studies
have extensively involved firsthand accounts of young persons,
yielding insights on new features for bullying detection and
strategies for mitigation [27]].

Hosseinmardi et al. conducted several studies analyzing
cyberbullying on Ask.fm and Instagram. They studied negative
user behavior in the Ask.fm social network, finding that
properties of the interaction graph—such as in-degree and
out-degree—are strongly related to negative or positive user
behaviors [28]]. They compared users across Instagram and
Ask.fm to see how negative user behavior varies across different
venues. Based on their experiments, Ask.fm users show more
negativity than Instagram users, and anonymity on Ask.fm tends
to foster more negativity [29]. They also studied the detection
of cyberbullying incidents over images on Instagram, focusing
on the distinction between cyberbullying and cyber-aggression
[30], noting that bullying occurs over multiple interactions with
particular social structures.

Related research on data-driven methods for analysis and
detection of cyberviolence in general includes detection of hate
speech [31]-[33], online predation [34], and the analysis of
gang activity on social media [35]], among many other emerging
projects.

Our proposed method simultaneously learns new language
indicators of bullying while estimating users’ roles in bullying
behavior. Learning new language indicators is related to the
task of query expansion in information retrieval [36]. Query
expansion aims to suggest a set of related keywords for user-
provided queries. Massoudi et al. [37] use temporal information
as well as co-occurrence to score the related terms to expand
the query. Lavrenko et al. [38] introduce a relevance-based
approach for query expansion by creating a statistical language
model for the query. This commonly-used approach estimates
the probabilities of words in the relevant class using the query
alone. Mahendiran et al. [39]] propose a method based on
probabilistic soft logic to grow a vocabulary using multiple
indicators (social network, demographics, and time). They apply
their method to expand the political vocabulary of presidential
elections.

Preliminary results from the research here appeared in a
short, non-archival paper for a workshop [40]. This paper
represents the extended and complete description, analysis, and
results from the study.

III. PARTICIPANT-VOCABULARY CONSISTENCY

Our weakly supervised approach is built on the idea that
it should be inexpensive for human experts to provide weak
indicators of some forms of bullying, specifically vocabulary



commonly used in bullying messages. The algorithm extrap-
olates from the weak indicators to find possible instances of
bullying in the data. Then, considering the discovered users
who tend to be involved in bullying, the algorithm finds new
vocabulary that is commonly used by these suspected bullies
and victims. This feedback loop iterates until the algorithm
converges on a consistent set of scores for how much the model
considers each user to be a bully or a victim, and a set of scores
for how much each vocabulary key-phrase is an indicator of
bullying. The idea is that these vocabulary scores will expand
upon the language provided in the weak supervision to related
terminology, as well as to language used in different types of
bullying behavior. The algorithm considers the entire network
of communication, propagating its estimates of bullying roles
through the messaging structure and the language used in each
message, leading to a joint, collective estimation of bullying
roles across the network.

We use a general data representation that is applicable to
a wide variety of social media platforms. To formalize the
observable data from such platforms, we first consider a set
of users U and a set of messages M. Each message m €
M is sent from user s(m) to user r(m). Le., the lookup
functions s and r return the sender and receiver, respectively,
of their input message. Each message m is described by a set
of feature occurrences f(m) := {xg,...,x¢}. Each feature
represents the existence of some descriptor in the message.
In our experiments and in many natural instantiations of this
model, these descriptors represent the presence of n-grams in
the message text, so we will interchangeably refer to them as
vocabulary features.

For example, if m is a Twitter message from user @alice
with the text “@bob hello world”, then

s(m) = @alice, r(m) = @bob
f(m) = {hello, world, hello world}.

In this representation, a data set can contain multiple messages
from or to any user, and multiple messages involving the same
pair of users. E.g., @alice may send more messages to @bob,
and they may contain completely different features.

To model cyberbullying roles, we attribute each user u; with
a bully score b; and a victim score v;. The bully score encodes
how much our model believes a user has a tendency to bully
others, and the victim score encodes how much our model
believes a user has a tendency to be bullied. We attribute to
each feature zj, a bullying-vocabulary score wy,, which encodes
how much the presence of that feature indicates a bullying
interaction.

For each message sent from user u; to user u;, we use an
additive participant score combining the sender’s bully score
and the receiver’s victim score (b; + v;). The more the model
believes u; is a bully and u; is a victim, the more it should
believe this message is an instance of bullying. To predict
the bullying score for each interaction, we combine the total

average word score of the message with the participant score
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We then define a regularized objective function that penalizes
disagreement between the social bullying score and each of
the message’s bullying-vocabulary scores:

J(b,v,w) =3 (|[b|* + [[v|]* + [[w]|]*) +
2 2)
I D (bam) + ve(m) — wi)
meM \kef(m)

The learning algorithm seeks settings for the b, v, and
w vectors that are consistent with the observed social data
and initial seed features. We have used a joint regularization
parameter for the word scores, bullying scores, and victim
scores, but it is easy to use separate parameters for each
parameter vector. We found in our experiments that the learner
is not very sensitive to these hyperparameters, so we use a
single parameter A for simplicity. We constrain the seed features
to have a high score and minimize Eq. (2), i.e.,

min J(b,v,w;\) s.t. wp, =1.0, Vk: 2z, €5, (3)
b,v,w
where S is the set of seed words. By solving for these
parameters, we optimize the consistency of scores computed
based on the participants in each social interaction as well as
the vocabulary used in each interaction. Thus, we refer to this
model as the participant-vocabulary consistency model.

A. Alternating Least Squares

The objective function in Eq. (2) is not jointly convex, but it
is convex when optimizing each parameter vector in isolation.
In fact, the form of the objective yields an efficient, closed-
form minimization for each vector. The minimum for each
parameter vector considering the others constant can be found
by solving for their zero-gradient conditions. The solution for
optimizing with respect to b is

D
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where the set {m € M|s(m) =i} is the set of messages that
are sent by user ¢, and | f(m)| is the number of n-grams in the
message m. The update for the victim scores v is analogously

argmin J =
b; A+

>

meM|r(m)=j

> wi—|f(m)lbs

kef(m)

ST 1fm)] ’

meM|r(m)=j

argmin J =
v; A+



Algorithm 1 Participant-Vocabulary Consistency using
Alternating Least Squares

procedure PVC(b, v, w, \)
Initialize b, v, and w to default values (e.g., 0.1).
while not converged do
b= [arg ming, J] :l:l
v = [arg min,, J] ?:1
[wl
k=1
return (b, v, w)> return the final bully, victim score of
users and the score of n-grams

> update b using Eq.
> update v using Eq.

w = [arg min,, J] > update w using Eq.

where the set {m € M|r(m) = j} is the set of messages sent
to user j. Finally, the update for the w vector is

> (b + vsim)

arg min J = meMIke (m)
o T AT {m e Mk € f(m)}]

where the set {m € M|k € f(m)} is the set of messages that
contain the kth feature or n-gram.

Each of these minimizations solves a least-squares problem,
and when the parameters are updated according to these
formulas, the objective is guaranteed to decrease if the current
parameters are not a local minimum. Since each formula of the
b, v, and w vectors does not depend on other entries within the
same vector, each full vector can be updated in parallel. Thus,
we use an alternating least-squares optimization procedure,
summarized in Algorithm [T} which iteratively updates each of
these vectors until convergence.

Algorithm [T] outputs the bully and victim score of all the
users and the bullying-vocabulary score of all n-grams. Let
|M| be the total number of messages and |WW| be the total
number of n-grams. The time complexity of each alternating
least-squares update for the bully score, victim score, and word
score is O(|M| - |IW|). No extra space is needed beyond the
storage of these vectors and the raw data. Moreover, sparse
matrices can be used to perform the indexing necessary to
compute these updates efficiently and conveniently, at no extra
cost in storage, and the algorithm can be easily implemented
using high-level, optimized sparse matrix libraries. E.g., we
use scipy.sparse for our implementation.

(6)

IV. EXPERIMENTS

We apply participant-vocabulary consistency to detect
harassment-based bullying in three social media data sets,
and we measure the success of weakly supervised methods
for detecting examples of cyberbullying and discovering new
bullying indicators. We collect a dictionary of offensive lan-
guage listed on NoSwearing.com [41]]. This dictionary contains
3,461 offensive unigrams and bigrams. We then compare
human annotations against PVC and baseline methods for
detecting cyberbullying using the provided weak supervision.
We also compare each method’s ability to discover new bullying
vocabulary, using human annotation as well as cross-validation
tests. Finally, we perform qualitative analysis of the behavior
of PVC and the baselines on each data set.

To set the PVC regularization parameter A, we use three-
fold cross-validation; i.e., we randomly partition the set of
collected offensive words into three complementary subsets,
using each as a seed set in every run. We do not split the user
or message data since they are never directly supervised. For
each fold, we use one third of these terms to form a seed set
for training. We refer to the remaining held-out set of offensive
words in the dictionary as target words. (The target words
include bigrams as well, but for convenience we refer to them
as target words throughout.) We measure the average area under
the receiver order characteristic curve (AUC) for target-word
recovery with different values of A from 0.001 to 20.0. The
best value of A should yield the largest AUC. The average
AUC we obtain using these values of A for three random splits
of our Twitter data (described below) ranged between 0.905
and 0.928, showing minor sensitivity to this parameter. Based
on these results, we set A = 8 in our experiments, and for
consistency with this parameter search, we run our experiments
using one of these random splits of the seed set. Thus, we begin
with just over a thousand seed phrases, randomly sampled from
our full list.

A. Data Processing

Ask.fm, Instagram, and Twitter are reported to be key social
networking venues where users experience cyberbullying [[16],
[42], [43]]. Our experiments use data from these sources.

We collected data from Twitter’s public API. Our process
for collecting our Twitter data set was as follows: (1) Using our
collected offensive-language dictionary, we extracted tweets
containing these words posted between November 1, 2015, and
December 14, 2015. For every curse word, we extracted 700
tweets. (2) Since the extracted tweets in the previous step were
often part of a conversation, we extracted all the conversations
and reply chains these tweets were part of. (3) To avoid having
a skewed data set, we applied snowball sampling to expand the
size of the data set, gathering tweets in a wide range of topics.
To do so, we randomly selected 1,000 users; then for 50 of
their followers, we extracted their most recent 200 tweets. We
continued expanding to followers of followers in a depth-10
breadth-first search. Many users had small follower counts, so
we needed a depth of 10 to obtain a reasonable number of
these background tweets.

We filtered the data to include only public, directed messages,
i.e., @-messages. We then removed all retweets and duplicate
tweets. After this preprocessing, our Twitter data contains
180,355 users and 296,308 tweets. Once we obtained the
conversation structure, we then further processed the message
text, removing emojis, mentions, and all types of URLs,
punctuation, and stop words.

We used the Ask.fm data set collected by Hosseinmardi et
al. [29]. On Ask.fm, users can post questions on public profiles
of other users, anonymously or with their identities revealed.
The original data collection used snowball sampling, collecting
user profile information and a complete list of answered
questions. Since our model calculates the bully and victim
scores for every user, it does not readily handle anonymous



users, so we removed all the question-answer pairs where
the identity of the question poster is hidden. Furthermore,
we removed question-answer pairs where users only post the
word “thanks” and nothing else, because this was extremely
common and not informative to our study. Our filtered data set
contains 260,800 users and 2,863,801 question-answer pairs.
We cleaned the data by performing the same preprocessing
steps as with Twitter, as well as some additional data cleaning
such as removal of HTML tags.

We used the Instagram data set collected by Hosseinmardi
et al. [44], who identified Instagram user IDs using snowball
sampling starting from a random seed node. For each user,
they collected all the media the user shared, users who
commented on the media, and the comments posted on the
media. Our Instagram data contains 3,829,756 users and
9,828,760 messages.

B. Baselines

Few alternate approaches have been established to handle
weakly supervised learning for cyberbullying detection. The
most straightforward baseline is to directly use the weak
supervision to detect bullying, by treating the seed key-phrases
as a search query.

To measure the benefits of PVC’s learning of user roles,
we compare against a method that extracts participant and
vocabulary scores using only the seed query. For each user, we
compute a bullying score as the fraction of outgoing messages
that contain at least one seed term over all messages sent by
that user and a victim score as the fraction of all incoming
messages that contain at least one seed term over all messages
received by that user. For each message, the participant score is
the summation of the sender’s bullying score and the receiver’s
victim score. We also assign each message a vocabulary score
computed as the fraction of seed terms in the message. As in
PVC, we sum the participant and vocabulary scores to compute
the score of each message. We refer to this method in our
results as the naive participant method.

We also compare against existing approaches that expand
the seed query. This expansion is important for improving the
recall of the detections, since the seed set will not include
new slang or may exclude indicators for forms of bullying
the expert annotators neglected. The key challenge in what is
essentially the expansion of a search query is maintaining a
high precision as the recall is increased. We compare PVC to
two standard heuristic approaches for growing a vocabulary
from an initial seed query. We briefly describe each below.

Co-occurrence (CO) returns any word (or n-gram) that occurs
in the same message as any of the seed words. It extracts all
messages containing any of the seed words and considers
any other words in these messages to be relevant key-phrases.
All other words receive a score of 0. We should expect co-
occurrence to predict a huge number of words, obtaining high
recall on the target words but at the cost of collecting large
amounts of irrelevant words.

Dynamic query expansion (DQE) is a more robust variation
of co-occurrence that iteratively grows a query dictionary by

considering both co-occurrence and frequency [45]. We use
a variation based on phrase relevance. Starting from the seed
query, DQE first extracts the messages containing seed phrases;
then for every term in the extracted messages, it computes a
relevance score (based on [38]]) as the rate of occurrence in rel-
evant messages: relevance(w;,d, D) =|d € D : w; € d|/|D|,
where |D| indicates the number of documents with at least one
seed term. Next, DQE picks & of the highest-scoring keywords
for the second iteration. It continues this process until the set
of keywords and their relevance scores become stable. Because
DQE seeks more precise vocabulary expansion by limiting the
added words with a parameter k£, we expect it to be a more
precise baseline, but in the extreme, it will behave similarly to
the co-occurrence baseline. In our experiments, we use k =
4,000, which provides relatively high precision at the cost of
relatively low recall.

C. Human Annotation Comparisons

The first form of evaluation we perform uses post-hoc human
annotation to rate how well the outputs of the algorithms agree
with annotator opinions about bullying. We enlisted crowd-
sourcing workers from Amazon Mechanical Turk, restricting
the users to Mechanical Turk Masters located in the United
States. We asked the annotators to evaluate the outputs of
the three approaches from two perspectives: the discovery of
cyberbullying relationships and the discovery of additional
language indicators. First, we extracted the 100 directed user
pairs most indicated to be bullying by each method. For the
PVC and naive-participant methods, we averaged the combined
participant and vocabulary scores, as in Eq. (I), of all messages
from one user to the other. For the dictionary-based baselines,
we scored each user pair by the concentration of detected
bullying words in messages between the pair. Then we collected
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Fig. 1: Precision@k for bullying interactions on Ask.fm (top),
Instagram (middle), and Twitter (bottom).



all interactions between each user pair in our data. We showed
the annotators the anonymized conversations and asked them,
“Do you think either user 1 or user 2 is harassing the other?”
The annotators indicated either “yes,” “no,” or “uncertain.” We
collected five annotations per conversation.

Second, we asked the annotators to rate the 1,000 highest-
scoring terms from each method, excluding the seed words.
These represent newly discovered vocabulary the methods
believe to be indicators of harassment. For co-occurrence, we
randomly selected 1,000 co-occurring terms among the total co-
occurring phrases. We asked the annotators, “Do you think use
of this word or phrase is a potential indicator of harassment?”
We collected three annotations per key-phrase.

In Fig. |1} we plot the precision@k of the top 100 interactions
for each data set and each method. The precision@k is the
proportion of the top k interactions returned by each method
that the majority of annotators agreed seemed like bullying.
For each of the five annotators, we score a positive response
as +1, a negative response as -1, and an uncertain response as
0. We sum these annotation scores for each interaction, and
we consider the interaction to be harassment if the score is
greater than or equal to 3. In the Twitter and Ask.fm data, PVC
significantly dominates the other methods for all thresholds,
while in the Instagram data, it falls below the precision of the
naive-participation score. Inspecting some conversations PVC
returned for Instagram, we found cases that the annotators did
not consider harassment when the conversations and messages
were much longer than usual; annotators did not seem to
read long messages attentively to recognize the evidence of
harassment buried in the middle or the end of the text. We also
saw interactions where users are harassed for being a fan of a
celebrity. We hypothesize that annotators may have dismissed
these conversations when they saw that it was discussing pop
culture, not noticing the toxic, hurtful messages within the
discussion. Co-occurrence, while simple to implement, appears
to expand the dictionary too liberally, leading to very poor
precision. DQE expands the dictionary more selectively, but
still leads to worse precision than using the seed set alone.

In Fig. [2| we plot the precision@k for indicators that the
majority of annotators agreed were indicators of bullying. On
all three data sets, PVC detects bullying words significantly
more frequently than the two baselines, again demonstrating
the importance of the model’s simultaneous consideration of
the entire communication network.

D. Qualitative Analysis

We analyzed the 1,000 highest-scoring, non-seed terms
produced by PVC, DQE, and co-occurrence and categorized
them based on the annotations. Table [[] lists the first 50 words
(censored) for Ask.fm. The word lists for the other data sets
show similar trends and are omitted for space. The words
are color-coded. Using a scoring system of +1 for when an
annotator believes the word is a bullying indicator, 0 when an
annotator is uncertain, and -1 when an annotator believes the
word is not a bullying indicator, we print a word in red if it
scored 2 or greater, orange if it scored a 1, gray if it scored

a 0, and blue if it scored any negative value. These newly
detected indicators suggest that PVC is capable of detecting
new offensive words and slang (shown in red).

We inspected the interactions PVC identified in the three
data sets and found three categories of note. First, we saw some
cases of conversations that contained little prototypical bullying
language, such as the slurs in the seed query. We hypothesize
that PVC discovered these because of a combination of
discovering new language and considering the typical roles
of the conversation participants. Two of these are shown in
Fig. 3] Second, we found cases where PVC seemed to identify
evidence of harassment but the annotators disagreed, possibly
incorrectly. Two of these are shown in Fig. ] These cases
included conversations that had long messages, which required
the annotators to pay more attention to find the often subtle
evidence of harassment, or conversations that may have been
on the border of the definition of harassment, such as trolling
of celebrity accounts. Third, we found interactions that PVC
mistakenly identified as harassment, where both we and the
annotators consider the interactions be non-harassment. These
examples, two of which are shown in Fig. 5] often include
typical harassment language, such as the case shown where a
user is discussing the offensiveness of such language.

V. CONCLUSION

In this paper, we proposed a weakly supervised method for
detecting cyberbullying. Starting with a seed set of offensive
vocabulary, participant-vocabulary consistency (PVC) simul-
taneously discovers which users are instigators and victims
of bullying, and additional vocabulary that suggests bullying.
These quantities are learned by optimizing an objective function
that penalizes inconsistency of language-based and network-
based estimates of how bullying-like each social interaction is
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Fig. 2: Precision@k for bullying phrases on Ask.fm (top),
Instagram (middle), and Twitter (bottom).



TABLE I: Color-coded bullying bigrams detected in Ask.fm data by PVC and baselines. Terms are categorized according to the
aggregate score of annotations. “Bullying” (2 or greater), “Likely Bullying” (1), “Uncertain” (0), and “Not Bullying” (negative)

bigrams are shown in red, orange, gray, and blue, respectively.

Method Detected Bullying Words Color-Coded by Annotation: Bullying, Likely Bullying, Uncertain, Not Bullying.

pPvC oreo nice, massive bear, bear c*ck, f*cking anus, ure lucky, f*g f*g, d*ck b*tch, ew creep, f*cking bothering, rupture, f*cking p*ssy, support gay, house f*ggot,
family idiot, b*tch b*tch, p*ssy b*tch, loveeeeeee d*ck, f*cking c*nt, penis penis, gross bye, taste nasty, f*cking f*cking, dumb hoe, yellow attractive, b*tch p*ssy,
songcried, songcried lika, lika b*tch, b*tch stupid, um b*tch, f*cking obv, nice butt, rate f*g, f*cking stupid, juicy red, soft juicy, f*cking d*ck, cm punk, d*ck p*ssy,
stupid f*cking, gay bestfriend, eat d*ck, ihy f*g, gay gay, b*tch f*cking, dumb wh*re, s*ck c*ck, gay bi, fight p*ssy, stupid hoe

DQE lol, haha, love, tbh, hey, yeah, good, kik, ya, talk, nice, pretty, idk, text, hahaha, rate, omg, xd, follow, xx, ty, funny, cute, people, cool, f*ck, best, likes, ily, sh*t,
beautiful, perfect, girl, time, going, hot, truth, friends, Imao, answers, hate, ik, thoughts, friend, day, gonna, ma, gorgeous, anon, school

CO bby, ana, cutie, ikr, ja, thnx, mee, profile, bs, feature, plz, age, add, pls, wat, ka, favourite, s*cks, si, pap, promise, mooi, hii, noo, nu, blue, ben, ook, mn, merci, meh,
men, okk, okayy, hbu, zelf, du, dp rate, mooie, fansign, english, best feature, basketball, meisje, yesss, tyy, shu, een, return, follow follow

Userl: Truth is. You hate me. Rate- my mom said if I have nothing nice to say, I
shouldn’t say anything at all.

User2: Let me explain why I hate you. Okay so I only hate three people so obviously
you have pissed me off enough to get on that list. So for starters, you obviously said
you think that T*** and J*** will go to hell. Don’t say two of best friends will go
to hell because who else would T and J be? Second, you called R*** gay. That’s
not acceptable either. He even had a girlfriend at the time. You blamed it on your
friend P**** or whatever her name is. So you didn’t accept what you did and tried
to hide it and that didn’t work because we ALL know you called him gay multiple
times. Another thing is, you are honestly so ignorant and arrogant. You think you are
the best of the best and think you have the right to do whatever you want, whenever
you want but you cant. I hate to break it to you, but you aren’t the little princess you
think you are. and you are basically calling me ugly in that rate. But you know what?
i know im not the prettiest but at least im not the two-faced, conceited, b*tch who
thinks that they can go around saying whatever they want. because saying people will
go to hell can hurt more than you think. calling someone gay is really hurtful. youve
called me ugly plenty of times, too. so congratulations you have made it on the list
of people i hate. and i could go on and on but i think ill stop here. btw; your mom
obviously didnt teach you that rule well enough. “buh-bye”

Userl: You don’t get to call me stupid for missing my point.”

User2: I said you’re being stupid, because you’re being stupid. Who are you to say
who gets to mourn whom? Read the link.

Userl: You miss my point, again, and I'm the stupid one? Look inwards, f*ckwad.

Fig. 3: Examples of harassment detected by PVC and verified by
annotators. These examples do not have very obvious offensive-
language usage, so methods beyond simple query-matching
are necessary to find them.

across the social communication network. We ran experiments
on data from online services that rank among the most frequent
venues for cyberbullying, demonstrating that PVC can discover
instances of bullying and new bullying language.

Our contribution aims to improve automated detection
of cyberbullying. Many more ideas can be incorporated to
improve the ability of computers to perform detection. E.g.,
we are currently developing weakly supervised approaches
that additionally consider network features or the sequence
of conversations. However, automated detection is only one
problem among many that must be solved to adequately address
the cyberbullying phenomenon. What to do when cyberbullying
is detected is an important open problem. Providing detected
bullies and victims advice, filtering content, or initiating human
intervention are possible actions an automated system could
take upon detection, but how to do any of these tasks in a
manner that truly helps is a key open question.
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